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Abstract

We previously presented a theory of analysis for
expressive low-level languages that is capable of
proving non-interference for expressive languages.
We now provide an independent result for the taint-
flow analysis that drives tracking of information. In
particular, we show that the taint-tracking can be
derived from the results of a taint-free analysis. In
addition to improving performance, this indepen-
dence broadens the applicability of the underlying
approach to information-flow analysis.

1 Introduction

In our SAS 2015 paper [1], we presented a theory of
analysis suitable for proving non-interference (or the
absence of information flows) in expressive low-level
languages, such as Dalvik bytecode [11]. Dalvik
bytecode, like many modern low-level languages,
contain objects, virtual methods, exceptional flow,
conditional jumps, and mutation. A proof of non-
interference could be used to demonstrate that user
data, such as passwords or GPS location, are not
transmitted to third parties. It could also be used
to verify that a cryptographic primitive does not
leak its key or to verify that sandboxed applications
cannot communicate with each other.

This analysis is distinct from analyses that focus
on identification of bugs; it is successful not when it
helps analysts to identify problems but when it helps
analysts to prove the absence of problems. In order
to help analysts to make guarantees about programs,
this automated analysis eliminates false negatives
(and, consequently, permits false positives).

Our theory of analysis, as presented, did not
discuss tractability. In the process of developing an
implementation, we discovered that taint tracking
can be optimized by performing it in a phase distinct
from abstract interpretation. We discuss the details
of this optimization and its implications.

2 Background

Our theory of analysis uses a small-step abstract
interpreter with components added to prove non-
interference. Subsection 2.1 describes small-step
abstract interpretation and subsection 2.2 explains
non-interference.

2.1 Small-step abstract interpreta-
tion

The CESK [9] evaluation model represents states
in an interpreter’s execution as tuples of control
(C), environment (E), store (S), and continuations
(K). The control represents where the interpreter
is in the program, the environment maps variables
to addresses, the store maps addresses to values,
and a continuation contains the information used to
return from a function. In an imperative program,
these terms roughly approximate (respectively) the
program counter, the frame pointer, the heap, and
the stack.

Van Horn and Might [23] demonstrated that
CESK interpreters can be turned into small step
abstract interpreters by abstracting their state
spaces so that they can be guaranteed to be finite
and modifying their transition rules to permit for
multiple successors to each state. An abstract CESK
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interpreter produces not a linear program trace but
a graph of abstract states that model all possible
executions from a given initial abstract state.

A sound small-step abstract interpretation rep-
resents all possible program executions in its fi-
nite state space. Typically, soundness is proven by
proving simulation. Simulation proofs show that
abstract interpretation simulates concrete interpre-
tation by showing that the relationship between a
concrete state ς and its abstraction ς̂ holds for their
respective successors. With a concretization func-
tion γ, we can formalize the relationship between ς
and ς̂: ς is in γ (ς̂). If ς ′ is the concrete successor to
ς and ς̂ ′ is some abstract successor to ς̂, then ς ′ must
be in γ (ς̂ ′). Given some initial concrete state ς0
and an initial abstract state ς̂0 whose concretization
includes ς0 and a proof of this inductive property,
we can conclude that the abstract state graph in-
cludes all possible behaviors that the concrete trace
could exhibit.

More formally, our inductive property states that
if ς → ς ′ and ς ∈ γ (ς̂) then there exists an abstract
state ς̂ ′ such that ς̂  ς̂ ′ and ς ′ ∈ γ (ς̂ ′)

2.2 Non-interference

Traditional taint tracking mechanisms apply a se-
curity type or label, also called a taint, to sensitive
values, such as a phone’s location or a user’s pass-
word. Whenever a new value is written, it derives
its security type from the values upon which it de-
pends. Although many security types are binary,
where values with a high security label are sensitive
and must be protected and values low security la-
bel are not sensitive, Denning demonstrated that
security types may be rich lattices [5].

These techniques are effective for explicit infor-
mation flows but fail to detect implicit information
flows, which depend on control flow to leak infor-
mation. For example, different constants might be
assigned to a variable in the true and false branches
of an if statement. More subtly, switch statements,
function calls, function returns, and exceptional
control flow can change control flow. These control
flows can also change values in ways not detectable
by traditional taint tracking mechanisms.

In order to track implicit information flows, taints
can also be applied to the program’s context, per
Denning and Denning [6], who claimed that a static
analysis of postdominance in the control flow graph

would allow context tainting to apply to languages
with arbitrary goto statements. However, they did
not prove non-interference. Furthermore, their anal-
ysis does not include function calls or exceptional
control flow. We demonstrated that these common
language features allow for subtle information leaks
that evade detection even by this postdominance
calculation but that the analysis could be modified
to handle them properly [1]. More specifically, we
calculate postdominance in a richer graph (called
the execution point graph) than the control flow
graph. Nodes in an execution point graph are pairs
of a code point and a natural number, which is the
depth of the stack.

In order to demonstrate the absence of informa-
tion flows, even in the presence of exceptional con-
trol flow and other rich language features, we proved
non-interference, which is the property that sen-
sitive information cannot affect (or interfere with)
behaviors that are visible to an attacker. Since
some programs do not satisfy the requirement of
non-interference, our proof of non-interference is a
proof that any interference will be identified by the
small-step abstract interpreter.

We performed abstract interpretation with taint
flow analysis and propagate taints from context.
After abstract interpretation we calculated the ex-
ecution point graph by projecting the state graph.
Then, we used the execution point graph to demon-
strate that some statements occur at points in the
program unaffected by certain branch statements.
In these cases, the taints in question can be re-
moved or ignored while preserving our proof of non-
interference.

3 Optimization

3.1 A posteriori taint tracking

In our original analysis, context taint grew monoton-
ically during abstract interpretation and spurious
context taints were pruned afterwards. In our new
analysis, we move all of the information flow calcu-
lations to postprocessing.

In order to preserve generality, the abstract inter-
preter must keep track of the relationships between
addresses read and written at each state. This book-
keeping is done outside of the state space and allows
the abstract interpreter to use arbitrary allocators,
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as described by Might and Manolios [18], without
making it impossible for the taint tracking mecha-
nism to correctly identify where information flows
based on the state graph alone.

Performing information flow analysis after com-
pleting abstract interpretation means that the infor-
mation flow analysis has access to the entire state
graph (and, therefore, the entire execution point
graph). Therefore, context taints can be pruned
at each step of the analysis, maximizing its preci-
sion and preventing spurious context taints from
requiring additional spurious computation.

The state graph, together with the annotations
about addresses read and written at each state, con-
tain enough information to reconstruct all of the
program’s behaviors. As such, it is possible to con-
struct the same information flows as in the original
model (except that some spurious context taints do
not occur). Like graph exploration, propagation of
taints continues until it has reached a fixed point.
The taint tracking algorithm must also track the
context taints seen at code points that invoke func-
tions in order to faithfully recreate context taint
when removing frames from the stack (as happens
upon returning from a function or throwing an ex-
ception). Much like state exploration, where a state
may have multiple successors, taint propagation can
proceed to multiple successor states.

The asymptotic complexity of this analysis is
identical to that of the original analysis. However,
there are improvements to the complexity of parts of
the analysis. For example, the state space is much
smaller, so the calculation of the execution point
graph (quadratic in the size of the state graph) is
less complex. In addition, the removal of spurious
context taints has the potential to act as does ab-
stract garbage collection [19]; by removing spurious
flows, it may improve performance in a way not
predicted by asymptotic complexity.

3.2 Non-interference in a posteriori
taint tracking

The proof of non-interference is essentially the same
for a posteriori taint tracking method as in our
original theory of analysis. It hinges on the same
notion of similarity and proceeds along the state
graph as before.

Traces in this proof are series of concrete states, as
in the original formulation. Each trace follows some

path through the (already explored) state graph. As
in the original proof, taint propagation may traverse
fewer states than are members of its corresponding
concrete trace because the fixed point algorithm
may prove that no additional information can be
found. As before, this does not invalidate soundness
or non-interference.

4 Discussion

4.1 Analysis-agnostic non-
interference

The proof of non-interference requires a sound
state graph and, since allocators may be non-
deterministic, information about the addresses writ-
ten and read at each state. Because the abstract
interpretation’s state graph is unchanged in our re-
vised analysis, all modifications and optimizations
to abstract interpretation may be used without af-
fecting our proof of non-interference. These mod-
ifications and optimizations include but are not
limited to store widening, PDCFA [7], and abstract
garbage collection [19].

Additionally, if the bookkeeping during analysis
were expanded to include stack behaviors, including
each execution point visited when searching for an
exception handler, it may be possible to perform
taint tracking on any sound state graph for any
analysis on any language and get a proof of non-
interference without additional theoretical work.

4.2 Generalized state graph postpro-
cessing

We originally created an analysis by extending the
state space of a CESK machine with data that do not
affect the execution of the program. Subsequently,
we removed the additional information from the
state space and calculating it from a finished state
graph. When designing future analyses based on
small-step abstract interpreters, it is likely that it
will be similarly practical to perform the analysis
after abstract interpretation rather than extend-
ing the state space. For example, it is likely that
this same technique could be applied to abstract
counting [19].
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5 Related work

Our analysis is an implementation of the analy-
sis presented by Aldous and Might [1]. It builds
upon prior work in small-step abstract interpre-
tation, such as the seminal work by Van Horn
and Might [23] and uses entry-point saturation [16].
Sabelfeld and Myers [22] present a succinct sum-
mary of the concepts in information flow tracking.

Denning [5] and, later, Denning and Denning [6]
pioneered work in taint tracking. Subsequent work
by Volpano and his collaborators [25] [26] continued
along the same vein.

Many analyses are suitable for finding informa-
tion flows but not for proving their absence. Kim
et al. [15] and Arzt et al. [2] both analyze Dalvik
bytecode but do not address implicit flows. Other
analyses [27] [14] [17] [8] [13] [21] on other languages
handle only some implicits, if they address them at
all.

Analyses that guarantee non-interference do ex-
ist [24] [10] [3] [20] [4] but target languages without
important features. As such, these analyses cannot
be applied directly to Dalvik bytecode.

The specification for Dalvik bytecode [11] and
for the dex file format [12] provide details of the
languages and their semantics.

6 Conclusion

Our original theory of analysis is theoretically sound
but admits optimization. Also, it may be possible
to further generalize it, making it a second phase
of analysis that is completely agnostic to the target
language and even to the style of analysis performed
in the first phase.

Additionally, we have shown that any sound state
graph, combined with information about addresses
written and read during the course of execution, can
be used to prove non-interference without the need
for additional theoretical work. Other analyses may
also be performed a posteriori.
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